Introduction

In this paper, we present Deep ChArUco:

- A deep convolutional neural network system trained to be
accurate and robust for ChArUco marker detection under
extreme lighting and motion and a neural network for
subpixel corner refinement

- A novel training dataset collection recipe involving auto-
labeling images and synthetic data generation.
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Figure 1. Two-Headed ChArUcoNet and RefineNet. Both ChArUcoNet and
RefineNet are SuperPoint-like [1] networks using VGG-based backbone:

e ChArUcoNet: One of the network heads detects 2D locations of ChArUco
board’s corners and the second head classifies them.

 RefineNet: takes a 24x24 image patch and outputs a single subpixel corner
location at 8x the resolution of the central 8x8 region.

Training ChArUcoNet

Data generation (see Figure 2)
Data augmentation with synthetics effects:

 blur (gaussian, motion, speckle) e lighting < homographic transform

[1] D. DeTone, T. Malisiewicz, and A. Rabinovich, “Superpoint: Self-supervised interest point detection and description,” in CVPR Deep Learning for Visual SLAM Workshop, 2018. [Online].

Available: http://arxiv.org/abs/1712.07629
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Training RefineNet
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Figure 5: Synthetic motion blur
Synthetic Lighting Test
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Figure 6: Synthetic lighting
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Deep ChArUco: Dark ChArUco Marker Pose Estimation
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Conclusion

This work demonstrates that deep convolutional neural networks can
dramatically improve the detection rate for ChArUco markers in low-
light, high-motion scenarios where the traditional ChArUco marker
detection tools often fail. We have shown that our Deep ChArUco
system, a combination of ChArUcoNet and RefineNet, is significantly
more robust to adverse effects such as illumination, blur, and shadows.



